Turbulence intermittency, small-scale phytoplankton patchiness and encounter rates in plankton: where do we go from here?
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Abstract

Turbulence is widely recognized to enhance contact rates between planktonic predators and their prey. However, previous estimates of contact rates are implicitly based on homogeneous distributions of both turbulent kinetic energy dissipation rates and phytoplanktonic prey, while turbulent processes and phytoplankton cell distributions have now been demonstrated to be highly intermittent even on small scales. Turbulent kinetic energy dissipation rates and intermittent (i.e. patchy) phytoplankton distributions can be wholly parameterized in the frame of universal multifractals. Using this framework and assuming statistical independence between turbulent kinetic energy dissipation rate and phytoplankton distributions, we evaluated the effect of intermittent turbulence and the potential effects of zooplankton behavioral responses to small-scale phytoplankton patchiness on predator–prey encounter rates. Our results indicated that the effects of turbulence on predator–prey encounter rates is about 35\% less important when intermittently fluctuating turbulent dissipation rates are considered instead of a mean dissipation value. Taking into account zooplankton behavioral adaptations to phytoplankton patchiness increased encounter rates up to a factor of 60.

Keywords: Phytoplankton; Zooplankton; Oceanic turbulence; Intermittency; Encounter rate estimates; Behavior

---

\* Corresponding author. Fax: + 81-3-5463-0379.
E-mail address: laurent@tokyo-u-fish.ac.jp (L. Seuront).

\textsuperscript{1} Present address: Ocean Ecosystem Dynamics Laboratory, Department of Ocean Sciences, Tokyo University of Fisheries, 4-5-7 Konan, Minato-ku, Tokyo 108-8477, Japan.

\textsuperscript{2} Present address: Université de Caen, IUT, Bd du Maréchal Juin, F-14032 Caen cedex, France.
1. Introduction

The influence of small-scale turbulence on predator–prey interactions in plankton has received a great deal of attention in recent years. Much of this attention stems from the seminal work of Rothschild and Osborn (1988), who proposed an enhanced rate of predator–prey contact due to small-scale turbulent shear. Subsequently, much has been written about the positive influences of turbulence on predator–prey encounter and potential negative influences of turbulence on organism behavior (MacKenzie et al., 1994; Dower et al., 1997). In any case, because small-scale turbulent processes have been regarded as homogenizing factors, modeling of predator–prey contact rates and studies of plankton trophodynamics have implicitly assumed that both zooplanktonic and phytoplanktonic distributions are random in space and time (e.g. Sundby and Fossum, 1990; MacKenzie and Leggett, 1991; Kiorboe and Saiz, 1995; Caparroy and Carlotti, 1996).

An intriguing aspect of small-scale turbulence, however, is that it may promote small-scale patchiness rather than uniformity (Jimenez, 1997; Jou, 1997). Instantaneous gradients of scalars such as temperature, salinity or nutrients are indeed greatest at scales similar to the Kolmogorov microscale, i.e. the viscous scale where viscosity effects cannot be neglected and start to smooth out turbulent fluctuations (Gargett, 1997; Sanford, 1997). Thus we occasionally should expect stronger bursts than expected in a non-intermittent, homogeneous turbulence, which accentuate the skewness (i.e. asymmetry) of a given probability distribution, causing it to deviate from Gaussianity (in which case the skewness is nil, and the probability distribution symmetric). In other words, this form of variability reflects heterogeneous distributions with a few dense patches and a wide range of low-density patches. Recent empirical studies conducted in highly turbulent environments have hence shown that both physical and biological parameters such as temperature, salinity, and phytoplankton biomass were neither homogeneously nor randomly distributed, but rather exhibited very specific heterogeneous distributions, even on smaller scales (Seuront et al., 1996a, b; 1999).

Such heterogeneous distributions could be a salient issue for the general understanding of pelagic ecosystem functioning. Davis et al. (1991) showed that the feeding and growth rates of larval fish increased when the larvae were capable of finding and remaining within food patches, perhaps via some kind of area-restricted searching strategy, i.e. increased rate of turning once food has been encountered (Timbergen et al., 1967). Subsequently, Yamazaki (1993) propounded that “plankton organisms experience the local flow structure of turbulence, not the average of the flow field” because turbulence presents strong organization in both space and time. In such a context, if copepods are able to move from one dense patch to another, then they experience a local phytoplanktonic field more dense than the average. Changes in copepod behavior could thus be the response to the spatial distribution of the prey and not only to the fluctuation of turbulent water motions. Indeed, as proposed in the frame of optimal foraging theory (Pyke, 1984), zooplankton living in highly heterogeneous environments could reveal strategies devoted to exploiting high-density patches and then to optimize the energy required to capture a given amount of food. This could be achieved, as suggested in a few laboratory studies undertaken in non-turbulent conditions, (i) by increasing both the swimming speed and the complexity of swimming paths with increasing food density, and (ii) in accordance with area-restricted searching strategy, by decreasing the swimming speed or reducing motility in food patches (e.g. Tiselius, 1992; Bundy et al., 1993; van Duren and Videler, 1995). Consequently, in order to estimate an average encounter rate between
predator and prey, one needs first to consider very carefully the distributions of both the physical and biological variables we are dealing with, and second the potential effect of these distributions on the average encounter rate, and thus, on zooplankton behavior.

Herein, assuming statistical independence between turbulent kinetic energy dissipation rate and phytoplankton distribution, we derive simple equations from classical encounter theory in the multifractal frame that take into account both turbulence and behavior contributions to the encounter rates between predator and prey. Our conceptual approach is somewhat similar to that of Kiørboe and Saiz (1995), but our results are more general in that they provide for the very first time an objective way to examine direct and indirect effects of intermittent turbulence on predator–prey encounter rates. First, we evaluate the effect of turbulence on predator–prey encounter rates in an intermittent frame, and finally, we conceptually investigate the potential effects of zooplankton behavioral responses to the related small-scale phytoplankton patchiness.

2. Turbulence and encounter rates in plankton: model formulation

In the ocean, the encounter rate between planktonic predator and prey depends on the relative density and velocity of predator and prey. Moreover, the relative velocity between predator and prey has now been widely demonstrated to be a function of swimming behavior of both predator and prey and small-scale turbulent water motions (see e.g. Dower et al., 1997; Kiørboe, 1997, for a review). In particular, in order to evaluate for what types of predators turbulence is likely to be of importance, predator–prey encounter rate \( E \) (encounter s\(^{-1}\)) can be written as (Kiørboe and Saiz, 1995)

\[
E = E_{\text{behavior}} + E_{\text{turbulence}},
\]

where \( E_{\text{behavior}} \) and \( E_{\text{turbulence}} \) are the encounter rates due to the behavior of the organisms and to turbulent water motions. Considering that both predator and prey swim along straight lines in random directions, the behavioral encounter rate \( E_{\text{behavior}} \) is defined as (Gerritsen and Strickler, 1977)

\[
E_{\text{behavior}} = C \pi R^2 \left( \frac{u^2 + 3v^2}{3v} \right),
\]

where \( C \) is the number of prey per unit volume (prey m\(^{-3}\)), \( R \) is the perceptive distance of the predator (m), and \( u \) (m s\(^{-1}\)) and \( v \) (m s\(^{-1}\)), are the velocity of prey and predator, respectively. Assuming that \( u = 0 \) for phytoplankton cells, Eq. (2) can be simplified as

\[
E_{\text{behavior}} = C \pi R^2 v.
\]

On the other hand, the encounter rate due to turbulence is expressed following Rothschild and Osborn (1988) as

\[
E_{\text{turbulence}} = C \pi d^2 w,
\]

where \( w \) (m s\(^{-1}\)) is the characteristic turbulent velocity enhancing the relative motion between predator and prey. According to Kolmogorov (1941) (see also Monin and Yaglom, 1975), for relative motion at a scale \( d \) is \( w^2 = C \varepsilon^{2/3} d^{2/3} \), where \( C \) is a constant and \( \varepsilon \) is the small-scale
turbulent dissipation rate belonging to the inertial range. In the frame of predator–prey interactions, \( w \) can then be written as (Rothschild and Osborn, 1988)

\[
w = 1.9(\epsilon d)^{1/3}.
\]  

(5)

When the encounter takes place, the separation distance between predator and prey is also the perceptive distance of the predator, i.e. \( d = R \) (Denman and Gargett, 1995; Kiørboe and Saiz, 1995; Kiørboe and MacKenzie, 1995; MacKenzie and Kiørboe, 1995; Visser and MacKenzie, 1998). Because water motion differs below and above the Kolmogorov length scale \( l_k \) — the scale where viscous effects start to smooth out turbulent fluctuations and cannot be neglected \( (l_k = (\nu^3/\epsilon)^{0.25}) \), where \( \nu \) is the kinematic viscosity, ca. \( 10^{-6} \text{ m}^2 \text{s}^{-1} \) — the equations relating turbulent velocity \( w \) and \( \epsilon \) are different, and the encounter rates due to turbulence also differ. The rms velocity \( w \) should then be expressed as \( w = 1.37(\epsilon R)^{1/3} \) for \( R > l_k \) (Delichatsios and Probstein, 1975), and \( w = 0.42R(\epsilon/\gamma)^{1/2} \) for \( R < l_k \) (Jackson and Lochman, 1993), where \( (\epsilon/\gamma)^{1/2} \) is the sub-Kolmogorov scale shear fluid rate \( (\gamma, \text{s}^{-1}) \). In intermittent turbulence, this distinction is, however, not as sharp as it may appear at first glance, and the Kolmogorov length scale ceases to be a reference frame (Frisch, 1995). Moreover, Hill et al. (1992) have demonstrated that Eq. (5) is valid well below the Kolmogorov length scale. Thus in the following, we will consider that application of Eq. (5) is warranted at the spatial scales relevant to planktivorous predators such as copepods. Finally, inserting the expression for the rms turbulent velocity \( w \) [Eq. (5)] in Eq. (4) yields

\[
E_{\text{turbulence}} = 1.9C\pi R^{7/3} \epsilon^{1/3}.
\]  

(6)

Following the seminal work of Rothschild and Osborn (1988), different expressions of the previous equations that yield slightly different results have been widely applied to both copepods and fish larvae (e.g. Sundby and Fossum, 1990; MacKenzie and Leggett, 1991; Saiz, 1994; Kiørboe and Saiz, 1995; Kiørboe and MacKenzie, 1995; Caparroy and Carlotti, 1996). All these approaches implicitly assumed that both zooplanktonic or phytoplanktonic prey are randomly — with random we mean independent random variables expressing a lack of correlation between successive fluctuations — distributed in space and time, and we are not aware of any theoretical or empirical attempt to deal simultaneously with the potential effects of microscale turbulence intermittency and the associated phytoplankton patchiness on encounter rates in plankton. This is, however, now feasible following the recent advent of multifractal concepts in marine ecology (Pascual et al., 1995; Seuront et al., 1996a, b; 1999).

3. Intermittency and multifractal formalism

A new field of marine research has recently been proposed, with the introduction of multifractals, for the analysis and modeling of marine intermittency (Pascual et al., 1995; Seuront et al., 1996a, b; 1999). The analysis of high-resolution time series of temperature, salinity and in vivo fluorescence recorded in the Eastern English Channel and the Southern Bight of the North Sea, showed that these fields are not homogeneous, but rather present bursts of activity at all scales, also called intermittent fluctuations, with skewed distributions far from Gaussian. These fluctuations have been analyzed in the multifractal framework, with statistical tools that are more general than standard methods (such as spectral analysis), which provide only limited information on the
Fig. 1. Schematic representation showing the form of the energy spectrum of turbulent velocity cascade, where $E(k)$ is the spectral density and $k$ is a wave number (m$^{-1}$). The kinetic energy generated at large-scale $L$ cascades through the inertial subrange, i.e. a hierarchy of eddies of decreasing size to the viscous Kolmogorov scale $l_k$, where it is dissipated into heat. Practically, this cascade is observed between the outer scale $L$, and the resolution scale, $l$, of the measurements (often limited by the size of the sampling apparatus), leading to the scale ratio $\lambda = L/l$.

The intermittency of a multifractal field is such that its fluctuations are not destroyed by smoothing at any scale, until the outer scale of the system is reached. This means that a multifractal field $Q$ averaged over a scale $l$ will have a scale-dependent value denoted as $Q_l$, or in a more general way as $Q_\lambda$, where we introduce a non-dimensional scale ratio $\lambda = (L/l)$ as the ratio between the larger outer scale $L$ and the resolution scale $l$ of the measurements belonging to the inertial subrange, i.e. $L \leq l \leq l_k$ (Fig. 1). The scale ratio can reach high values, so we assume in the following that $\lambda \gg 1$. The scale-dependent multifractal field $Q_\lambda$ can be described by its probability distribution, or equivalently, by its statistical moments $\langle (Q_\lambda^q) \rangle$, where we consider any $q \geq 0$. For a multifractal field these moments scale with the ratio $\lambda$ as (Schertzer and Lovejoy, 1987)

$$\langle (Q_\lambda^q) \rangle = Q_0^q \lambda^{K(q)},$$

(7)

where $\langle \rangle$ indicates statistical or spatial averaging, $Q_0 = \langle Q_\lambda \rangle$ is the mean of the multifractal process $Q_\lambda$, and $K(q)$ is a scale-invariant moment function which is convex and satisfies $K(0) = 0$ and $K(1) = 0$. Knowledge of $K(q)$ fully describes the statistics of the process in a manner equivalent to the probability distribution. The second moment $\mu = K(2)$ is usually denoted as an intermittency parameter. In the following we consider a continuous range of values of $q \geq 0$. We underline here statistics of the process. Thus, whereas random variability has been often modeled in marine ecology in the Gaussian framework, e.g. Gaussian distributions and Brownian motion (Visser, 1997; Yamazaki and Okubo, 1995), here, we will generalize this approach to fully take into account the intermittency of turbulent processes and phytoplankton distribution. In the present paper, we will only review the main properties of a multifractal field (for more details on the use of multifractal algorithms to marine ecology studies, the interested reader can refer to Seuront et al., 1999). In a more general frame, a recent review paper by Shraiman and Siggia (2000) also provides some salient information about the structure of scalar fields advected by turbulent flows.
that Eq. (7) is valid only for scales belonging to the inertial subrange, thus for $1 \leq \lambda \leq \Lambda$, where $\Lambda = L/l_k$ is the maximum scale ratio, between the larger outer scale $L$ and the Kolmogorov scale $l_k$ (i.e. the scale where viscous effects start to smooth out turbulent fluctuations and cannot be neglected).

Finally, Eq. (7) can be used to evaluate the average of a polynomial function $f(Q_\lambda)$ of the multifractal field $(Q_\lambda)$:

$$f(Q_\lambda) = \sum_{p=0}^{N} a_p(Q_\lambda)^p,$$

where $a_p$ are constants, and $p$ the polynomial order of the function $f(Q_\lambda)$. Then, using Eq. (7), averaging the function $f(Q_\lambda)$ gives

$$\langle f(Q_\lambda) \rangle = \sum_{p=0}^{N} a_p Q_\lambda^{\lambda K(p)}.$$

This general equation will be widely used in the following.

4. Significance of intermittency for encounter rates

To evaluate the potential significance of intermittency for predator–prey encounter rates we need to compare the encounter rates expected in the case of homogeneous and intermittent (i.e. multifractal) turbulence and phytoplankton fields, i.e. introducing the precise statistical distributions of turbulent dissipation rates and phytoplankton biomass in predator–prey equations defined above, instead of their average values. In the following we shall apply the concepts related to the statistical properties of intermittently distributed turbulent kinetic energy dissipation rate and phytoplankton biomass to the encounter rates due to turbulence and behavior.

4.1. Effect of turbulence intermittency

Let the phytoplankton cell concentration $C$ and the turbulent kinetic energy dissipation rate $\varepsilon$ be multifractal variables characterized by the scaling moment functions $K_C(q)$ and $K_\varepsilon(q)$ defined above, and by their means $\langle C_\lambda \rangle = C_0$ and $\langle \varepsilon_\lambda \rangle = \varepsilon_0$, respectively. Here, $E_{\text{turbulence}}$ and $E_{\text{behavior}}$ will be regarded as estimates of encounter rates due to turbulence and behavior under the hypothesis of homogeneous turbulence and prey distributions, i.e. $E_{\text{turbulence}} = E(C_0, \varepsilon_0)$ and $E_{\text{behavior}} = E(C_0)$. On the other hand, $E'_{\text{turbulence}}$ and $E'_{\text{behavior}}$ will estimate encounter rates due to turbulence and behavior when $C_\lambda$ and $\varepsilon_\lambda$ are regarded as multifractal variables, i.e. $E'_{\text{turbulence}} = E(C_\lambda, \varepsilon_\lambda)$ and $E'_{\text{behavior}} = E(C_\lambda)$. The scale ratio $\lambda$, introduced to describe the inertial subrange statistical behavior of a multifractal variable in Eqs. (7) and (9), will be denoted as $\lambda_e$ and $\lambda_C$ for turbulence and phytoplankton distributions, respectively.

Under the general hypothesis of independence of the variables $C_\lambda$ and $\varepsilon_\lambda$, which still remains to be tested in the ocean, Eq. (6) is rewritten as

$$E'_{\text{turbulence}} = \langle E(C_\lambda, \varepsilon_\lambda) \rangle = 1.9\pi R^{7/3} \langle C_\lambda \rangle \langle \varepsilon_\lambda^{1/3} \rangle$$

(10)
and then
\[ E'_{\text{turbulence}} = \langle E(C_\lambda, \varepsilon_\lambda) \rangle = 1.9\pi R^{7/3} C_0 \varepsilon_0^{1/3} \lambda_x^{K_{\varepsilon}(1/3)}. \] (11)

In more practical terms, to compute Eq. (11) one needs mean values of turbulent kinetic energy dissipation rate \( \varepsilon_0 \), phytoplankton concentration \( C_0 \), and the scale ratio \( \lambda_x \) of the inertial subrange (Fig. 1) associated with a given experiment. Now \( E(C_0, \varepsilon_0) = 1.9\pi R^{7/3} C_0 \varepsilon_0^{1/3} \) \[ E(C_\lambda, \varepsilon_\lambda) = E(C_0, \varepsilon_0) \lambda_x^{K_{\varepsilon}(1/3)} \], \( \lambda_x \gg 1 \) and \( K_{\varepsilon}(1/3) < 0 \); therefore
\[ E'_{\text{turbulence}} < E_{\text{turbulence}}. \] (12)

This suggests that using a mean value of the turbulent kinetic energy dissipation rate \( \varepsilon_0 \) instead of the multifractal distribution \( \varepsilon_\lambda \) leads to an overestimate of the contribution of turbulence to the predator–prey encounter rate.

In order to quantify the negative effect of the intermittent nature of turbulent energy dissipation rates \( \varepsilon_\lambda \) on the encounter rate due to turbulence, we need to compare the relative magnitudes of \( E_{\text{turbulence}} \) and \( E'_{\text{turbulence}} \). First, one needs to note that this effect depends on the scale ratio \( \lambda_x \) of large and small turbulent scales. Nevertheless, the power \( K_{\varepsilon}(1/3) \) acts as a moderator of this effect, since it is usually quite small, e.g. \( K_{\varepsilon}(1/3) = -0.05 \), as extrapolated from atmospheric turbulence (Schmitt et al., 1992a, b; 1993; 1994). Thus, with a scale ratio \( \lambda_x = 1000 \), this would yield \( E'_{\text{turbulence}} = 0.70 E_{\text{turbulence}} \).

We then investigated this potential decrease in the encounter rate estimate by fully developed intermittent turbulence on the basis of both basic spectral estimates and instantaneous intermittent distributions of turbulent energy dissipation rates of grid generated turbulence. Microscale turbulence was generated by means of fixed PVC grids (diameter 2 mm, mesh size 1 cm) in a circular flume. Instantaneous horizontal turbulent velocity was measured by high frequency (100 Hz) hot-film velocimetry, and turbulent energy dissipation rate was subsequently estimated in several ways. The average turbulent energy dissipation rate was derived following Tennekes and Lumley (1972) from the turbulence spectrum obtained from Fourier analysis of time series data recorded by the hot-film probe
\[ \varepsilon = 15 \nu \int_0^\infty k^2 E(k) \, dk, \] (13)

where \( \varepsilon \) is the turbulent dissipation rate \( (\text{m}^2 \text{s}^{-3}) \), \( \nu \) the kinematic viscosity \( (\text{m}^2 \text{s}^{-1}) \), \( k \) the wave number \( (k = 2\pi/\lambda, \text{m}^{-1}) \), \( \lambda \) the eddy wavelength (m), and \( E(k) \) the turbulence spectrum \( (\text{m} \text{s}^{-2}) \). The spectrum \( E(k) \) can be thought of as the mean-square amplitude of velocity fluctuations associated with a wave number of turbulent motion; these turbulent motions are conveniently thought of as eddies of characteristic size corresponding to their wavelength.

In order to take into account the intermittent nature of turbulence, we now need to consider local values, \( \varepsilon_l \), of the turbulent dissipation rate following the refined similarity hypothesis (Kolmogorov, 1962; Obukhov, 1962) as
\[ \Delta v_l = C \varepsilon_l^{1/3} l^{1/3}, \] (14)

where \( C \) is a constant nearly equal to 1 (Visser and MacKenzie, 1998), and \( \Delta v_l = |v(x + l) - v(x)| \) is the velocity shear at scale \( l \). Instantaneous values of \( \varepsilon_l \) were then subsequently estimated at the
Table 1
Comparison between the turbulent energy dissipation rates estimated from power spectra ($\varepsilon_0$) and from fractional differentiation of order $\frac{1}{3} (\varepsilon_\xi)$, and the related differences in the estimated predator–prey encounter rates due to turbulence estimated both directly from the 40 empirical time series $[(E_\xi - E_\varepsilon) / E_\varepsilon]$ using $\varepsilon_0$ and $\varepsilon_\xi$ values in Eq. (6), and from different values of the characteristic exponent ($K_A(\frac{1}{3})$) introduced in Eq. (11) $[(E_{\text{turbulence}} - E'_{\text{turbulence}}) / E_{\text{turbulence}}]$. Mean values and standard deviations of $[(E_\xi - E_\varepsilon) / E_\varepsilon]$, $K_A(\frac{1}{3})$, and $[(E_{\text{turbulence}} - E'_{\text{turbulence}}) / E_{\text{turbulence}}]$ are given in italics.

<table>
<thead>
<tr>
<th>$v$ (cm s$^{-1}$)</th>
<th>$\varepsilon_0$</th>
<th>$\varepsilon_\xi$(SD)</th>
<th>$\varepsilon_\xi / \varepsilon_\xi$</th>
<th>$(E_\xi - E_\varepsilon) / E_\varepsilon$</th>
<th>$K_A(\frac{1}{3})$</th>
<th>$(E_{\text{turbulence}} - E'<em>{\text{turbulence}}) / E</em>{\text{turbulence}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>9.12E-07</td>
<td>9.55E-07 (2.40E-07)</td>
<td>0.95</td>
<td>32.26</td>
<td>-0.059</td>
<td>33.47</td>
</tr>
<tr>
<td>20</td>
<td>1.31E-06</td>
<td>1.26E-06 (3.12E-07)</td>
<td>1.04</td>
<td>36.52</td>
<td>-0.061</td>
<td>34.39</td>
</tr>
<tr>
<td>30</td>
<td>2.01E-06</td>
<td>2.11E-06 (4.89E-07)</td>
<td>0.95</td>
<td>39.87</td>
<td>-0.060</td>
<td>33.93</td>
</tr>
<tr>
<td>40</td>
<td>4.87E-06</td>
<td>4.79E-06 (1.38E-06)</td>
<td>1.02</td>
<td>35.59</td>
<td>-0.063</td>
<td>35.29</td>
</tr>
<tr>
<td>50</td>
<td>8.08E-06</td>
<td>7.80E-06 (2.12E-06)</td>
<td>1.04</td>
<td>38.59</td>
<td>-0.064</td>
<td>35.73</td>
</tr>
<tr>
<td>60</td>
<td>1.14E-05</td>
<td>9.62E-06 (2.49E-06)</td>
<td>1.05</td>
<td>33.48</td>
<td>-0.058</td>
<td>33.01</td>
</tr>
<tr>
<td>70</td>
<td>1.40E-05</td>
<td>1.31E-05 (3.37E-06)</td>
<td>1.07</td>
<td>33.88</td>
<td>-0.066</td>
<td>36.61</td>
</tr>
<tr>
<td>80</td>
<td>2.35E-05</td>
<td>2.28E-05 (6.12E-06)</td>
<td>1.03</td>
<td>36.59</td>
<td>-0.064</td>
<td>35.73</td>
</tr>
<tr>
<td>90</td>
<td>7.50E-05</td>
<td>7.11E-05 (2.18E-05)</td>
<td>1.05</td>
<td>37.68</td>
<td>-0.064</td>
<td>35.73</td>
</tr>
<tr>
<td>100</td>
<td>1.05E-04</td>
<td>9.28E-05 (2.45E-05)</td>
<td>1.08</td>
<td>38.12</td>
<td>-0.065</td>
<td>36.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>36.26 (2.45)</td>
<td>-0.063 (0.002)</td>
<td>35.32 (1.25)</td>
</tr>
</tbody>
</table>

Fig. 2. Comparison between the instantaneous distributions of turbulent energy dissipation rates ($\varepsilon_\xi$) estimated from fractional differentiation of order $\frac{1}{3}$ and the mean value ($\varepsilon_0$) estimated from power spectra.

The smallest available resolution (i.e. 100 Hz) as a fractional differentiation of the local velocity shear $\Delta v_l$, raised to the third power (i.e. $\varepsilon_\xi = (\Delta v_l/\ell_{\text{turbulence}})^{1/3}$). Let us mention briefly that a fractional differentiation of order $\frac{1}{3}$ corresponds to a multiplication by $k^{1/3}$ in Fourier space equivalent to power law filtering (see Schertzer and Lovejoy, 1987; Schertzer et al., 1998). We then estimated both $E_{\text{turbulence}}$ and $E'_{\text{turbulence}}$ on the basis of 40 experiments conducted for mean velocity fields ranging from 10 to 100 cm s$^{-1}$ (Table 1). Thus, considering a mean value of the turbulent kinetic energy
dissipation rates ($\bar{\varepsilon}_0$) instead of the instantaneous values $\varepsilon_i$ (Fig. 2) overestimates the encounter rates due to turbulence by about $36.26 \pm 2.45\%$ (a value similar to the $30\%$ estimated above) for values of the kinetic energy dissipation rate ranging from $10^{-6}$ to $10^{-4} \text{ m}^2 \text{s}^{-3}$; values characterizing highly turbulent areas such as coastal and frontal areas (MacKenzie and Leggett, 1991). In order to generalize the previous results, we subsequently estimated the values of $K_c(\frac{1}{3})$ from our 40 time series dataset $[K_c(\frac{1}{3}) = -0.063 \pm 0.002]$, and the associated difference between $E_{\text{turbulence}}$ and $E'_{\text{turbulence}}$ using $K_c(\frac{1}{3})$ and $\lambda_x = 1000$ in Eq. (12). We consistently found that $E'_{\text{turbulence}} = \Phi E_{\text{turbulence}}$, with $\Phi = 64.68 \pm 1.25\%$. Finally, one may note that the values of the exponent $K_c(\frac{1}{3})$ estimated from our laboratory experiment can be regarded as being realistic proxies of turbulent field conditions as far as they do not appear to be significantly different (Wilcoxon-Mann-Whitney $U$-test, $p > 0.05$) from $K_c(\frac{1}{3})$ values estimated from high-resolution shear vertical profiles recorded in tidally mixed Japanese waters, i.e. $K_c(\frac{1}{3}) = -0.060 \pm 0.003$ (Seuront and Yamazaki, unpublished data). Furthermore, considering the similarity of the results obtained using atmospheric and oceanic turbulence data (i.e. $E'_{\text{turbulence}} = 0.70E_{\text{turbulence}}$ and $E'_{\text{turbulence}} = 0.65E_{\text{turbulence}}$, respectively), these results suggest a strong similarity of intermittent structure in the atmosphere and the ocean. Whatever that may be, the resolution of this particular issue is beyond the scope of the present paper.

4.2. Effect of small-scale intermittent phytoplankton distribution

Consider a situation with a planktonic predator searching for phytoplanktonic prey intermittently distributed in a multifractal frame. In this simple situation, following the parametrization described by Seuront et al. (1996a,b; 1999) a copepod will experience a very heterogeneous phytoplankton field exhibiting local concentrations reaching up to 5 times the average field value. Previous laboratory experiments — while conducted in non-turbulent conditions — have suggested some zooplankton have behavioral adaptations to food density or food patchiness, such as reduced motility in high food concentrations and in food patches, both for ciliates (e.g. Jonsson and Johansson, 1997) and copepods (e.g. Tiselius, 1992; Bundy et al., 1993; Saiz et al., 1993; Tiselius et al., 1993), but others indicated an increasing swimming speed with increasing food densities (Bundy et al., 1993; van Duren and Videler, 1995).

Here, we examined the relative importance of phytoplankton patchiness for the behavioral component of the predator–prey encounter rate defined by Eq. (3). Four types of behavioral adaptations are considered: (i) a constant swimming speed used to mimic the straight swimming behavior of cruising predators, (ii) a density-dependent swimming speed, (iii) a constant swimming speed with an increasing swimming path complexity with increasing food concentration, and (iv) both a density-dependent swimming speed and an increasing swimming path complexity with increasing food concentrations.

Case 1: Constant swimming speed

As stated above, the phytoplankton distribution is regarded as a multifractal variable characterized by its mean density $\langle C \rangle = C_0$, and the scaling moment function $K_c(q)$. In this case, Eq. (3) is simply rewritten as

$$E'_{\text{behavior}} = \langle E(C_x) \rangle = \pi R^2 \nu C_0 \lambda_x K_c^{(1)}$$  \hspace{1cm} (15)
now \( E(C_0) = \pi R^2 v C_0 \), and \( K_c(1) = 0 \) as defined above; therefore

\[
E_{\text{behavior}} = E_{\text{behavior}}.
\]

This clearly demonstrates that small-scale phytoplankton patchiness cannot have any effect on the behavioral predator–prey encounter rate if predators are regarded as ‘passive’ particles characterized only by their swimming velocity, unable to adapt their behavior to the ambient conditions. This is, however, all the more unlikely following the large amount of literature demonstrating the great chemo- and mechanoreception abilities of planktonic copepods (e.g. Buskey, 1984; Strickler, 1982, 1985; Paffenhöffer and Lewis, 1990; Yen and Fields, 1992; Bundy et al., 1998). We then consider a more likely hypothesis based on a differential swimming speed regarded as a function of food density.

**Case 2: Density-dependent swimming speed**

For simplicity, we will assume that the swimming speed of the predator, \( v \), is a linear function of the phytoplankton density \( C \) following \( v = aC + b \), where \( a \) and \( b \) are constants, with \( a > 0 \) and \( b > 0 \). In heterogeneous phytoplankton distributions, the velocity of the predator is given by \( v_{\text{hetero}} = aC_x + b \), where \( C_x \) is a multifractal variable characterized by the scaling moment functions \( K_c(q) \) previously defined (cf. Section 3), and by its mean \( \langle C_x \rangle = C_0 \). In contrast, the constant predator velocity in homogeneous phytoplankton fields is simply defined with respect to the mean value \( C_0 \) as \( v_{\text{homo}} = aC_0 + b \). Thus, Eq. (15) yields (Eqs. (7), (8) and (9))

\[
E_{\text{behavior}} = \langle E(C_x) \rangle = \pi R^2 (aC_0^2 K_c(2) + bC_0).
\]

Considering \( E(C_0) = \pi R^2 (aC_0^2 + bC_0) \), Eq. (17) yields

\[
E_{\text{behavior}} > E_{\text{behavior}}.
\]

In this case, we find that such a simple behavioral adaptation to phytoplankton patchiness can have salient consequences on the behavioral encounter rate initially defined by Eq. (3). Thus, a positive effect could be expected when the swimming speed increases with increasing phytoplankton densities, which has been experimentally demonstrated on two copepod species, *Centropages velifcatus* (Bundy et al., 1993) and *Temora longicornis* (van Duren and Videler, 1995) for phytoplankton concentrations within the range of cell densities found in waters where those species are abundant. Alternatively, a negative effect could be expected when the swimming speed decreases with increasing phytoplankton densities, i.e. \( a < 0 \) (e.g. Buskey, 1984; Tiselius, 1992; van Duren and Videler, 1995). However, this particular situation has been observed only in a few laboratory experiments conducted on *Pseudocalanus minutus* in the presence of phytoplankton and in filtered seawater (Buskey, 1984), or on *Temora longicornis* at very high food concentrations (van Duren and Videler, 1995), both situations quite unrealistic in the frame of a potential response of copepods to food patchiness. This particular question has been addressed elsewhere by Tiselius (1992) in his behavioral study of *Acartia tonsa* in patchy food environments. However, his results demonstrated that the decreasing velocity in food patches is associated mainly with a global decrease in jump frequencies, which we did not take into account here as jumping behavior is not associated with an active feeding process, and a simultaneous increase of residence time in high food concentration areas (see Tiselius, 1992, his Fig. 7). The latter question will precisely be developed in the two next cases.
In any case, in the particular situation where \( a > 0 \), the effect of phytoplankton patchiness is here quite important. Indeed, \( K(2) = \mu \) is usually denoted as the intermittency parameter that has already been estimated as being in the range 0.1–0.3 for passive scalars — as phytoplankton cells are distributed in turbulent flows (Prasad et al., 1988; Meneveau and Sreenivasan, 1991; Sreenivasan and Kailasnath, 1993; Seuront et al., 1996a, b; 1999). Scale ratios of \( \lambda_C = 100 \) (Seuront et al., 1996a) and \( \lambda_C = 20 \) (Seuront et al., 1999) thus, respectively, give enhancing factors of 1.6–6.3 and 1.4–3.3 of the encounter rate due to intermittent phytoplankton distributions. In the two previous empirical studies, phytoplankton cells have been shown to behave as a purely passive scalar over spatial scale ratios \( \lambda_C \) of 100 and 20. One may thus hypothesize that such a behavior could still be observed to the smallest scales (i.e. Batchelor scales), and a potential scale ratio of \( \lambda_C = 1000 \) can be reasonably suggested for phytoplankton distribution in the ocean, leading to enhancing factors of the behavioral encounter rate defined in Eq. (18) in the range 2.0–8.0. Moreover, from this particular point of view, the effect of phytoplankton patchiness is more significant for cruising than for ambush feeding predators, and also for fast swimming predators (high \( u \)).

One may also note that in the particular case where the predator swimming velocity is very slow, even nil, in the absence of food (i.e. \( b = 0 \)), then the speed of the predator would be close to zero when between high density food patches (or in areas lacking food). In this case, the total encounter rate over long periods of time would go to nearly zero, as the predator would be spending all of its time moving very slowly through regions devoid of food, and it could take a long time before the predator reached another region of high food density. Thus, the encounter outcome of a predator experiencing a homogeneous phytoplankton distribution might be higher. This effect would nevertheless be difficult to estimate because it is intrinsically dependent on three related processes, the spatial structure of phytoplankton distribution, the perceptive ability of a given predator to scan its surrounding environment, and the behavioral adaptation to the absence of food such as reduced motility (Tiselius, 1992; Saiz, 1994). Whatever that may be, in the particular case where \( b = 0 \) encounter rate might not be so small, as passive sinking occurring in the absence of active swimming (Tiselius and Jonsson, 1990) could contribute first to increase the encounter rate between the “non-motile” predator and prey (Kiørboe and Saiz, 1995), and second to bring a predator into higher concentration food areas. Finally, we also need to be aware of the fact that a non-swimming predator can generate strong feeding currents (i.e. up to 1 cm s\(^{-1}\) for the copepod *Eucalanus crassus* (Strickler, 1982, 1985)) that contribute to moving prey relative to the predator, thus enhancing the predator–prey encounter rate (Kiørboe and Saiz, 1995; Osborn, 1996). The creation, as well as the intensification, of a feeding current can thus be regarded as being conceptually equivalent to a “swimming speed” in terms of encounter rates, leading to a more general meaning of Eqs. (3), (15) and (17).

**Case 3: Constant swimming speed and patch exploitation strategy**

This hypothesis has been drawn following empirical results which demonstrate the ability of zooplanktonic organisms to detect and to remain in food patches. This could be achieved following different strategies such as an increase in the swimming path complexity (e.g. Bundy et al., 1993), but can be generally summed up considering that the time spent by a copepod in a food patch is all the more important when the associated food density is elevated.

So, let \( C_{\text{min}} \) be the hypothetical minimal food patch density, in which case the time, \( t \), spent in the considered patch is set to be unity (i.e. \( t = 1 \)). For a given food quantity \( C \), such as \( C > C_{\text{min}} \), the
time spent in a food patch will be non-dimensionally expressed as $t = C/C_{min}$. Finally, the biological encounter rate $E_{behaviour}$ is expressed as an addimensional expansion of Eq. (3) as

$$E_{behaviour} = \langle E(C) \rangle = \frac{\pi R^2 v}{C_{min}} C_0^{\delta} \lambda_C^{K_c(2)}$$  \hspace{1cm} (19)

now $E(C_0) = (\pi R^2 v/C_{min})C_0$ and $K_c(2) > 0$, therefore

$$E_{behaviour} > E_{behavior}.$$  \hspace{1cm} (20)

Thus, predators able to develop strategies to remain in a given high food density patch will substantially increase — up to a factor $C_0^{\delta} \lambda_C^{K_c(2)}/C_{min}$ — their effective encounter rate with phytoplankton cells. Following the previously chosen formalism, this effect will be all the more important when the prey density is high (see Eq. (19)). Finally, this could be the most likely behavioral adaptation to resource patchiness, as this strategy has been found for a wide variety of organisms and prey patchiness (Coughlin et al., 1992; Larsson and Kleiven, 1996; Bascompte and Vila, 1997; Jonsson and Johansson, 1997; Kostylev et al., 1997; Ritchie, 1998).

**Case 4: Density-dependent swimming speed and patch exploitation**

Introducing the previous density-dependent swimming speed, $v = aC + b$, in Eq. (19) now yields

$$E_{behaviour} = \langle E(C) \rangle = \frac{\pi R^2}{C_{min}} (aC_0^{\delta} \lambda_C^{K_c(3)} + bC_0^{\delta} \lambda_C^{K_c(2)}).$$  \hspace{1cm} (21)

With $E(C_0) = (\pi R^2/C_{min})(aC_0^{\delta} + bC_0^{\delta})$, and as previously stated when we tested the effect of a density-dependent swimming speed alone (i.e. $a > 0$ and $b \geq 0$), it becomes

$$E_{behaviour} > E_{behavior}.$$  \hspace{1cm} (22)

This particular situation can be regarded as a generalization of Eq. (17) to a more complete and complex behavioral response to phytoplankton patchiness. In particular, for $a > 0$, we have Eq. (17) < Eq. (21), indicating an increased behavioral contribution to predator–prey encounter rates. Indeed, the scale ratio $\lambda_C$ is usually quite large and $K_c(3)$ is in the range 0.3–0.6 for passive scalars advected by fully turbulent flows (Schmitt et al., 1996; Seuront et al., 1996a,b; 1999), giving for $\lambda_C = 100$ and $\lambda_C = 20$ enhancing factors in the range 3.0–16 and 2.5–6.0, respectively. Here our test-case $\lambda_C = 1000$ would lead to an enhancing factor in the range 8.0–63.0. As previously stated, a negative effect could a priori be expected when the swimming speed decreases within phytoplankton patches (i.e. $a < 0$ and $b \geq 0$). However, as pointed out in our test-case 2, a copepod getting inside a food patch stops searching (i.e. swimming) and starts filtering, generating a feeding current equivalent to a swimming velocity in Eqs. (3), (15), (17), (19) and (21) as far as it increases the relative velocity between predator and prey, and then the effective encounter rate. There is then no loss of generality in Eq. (21) shifting between swimming velocity and feeding current when the predator is located outside and inside food patches, respectively.

While further investigations could have been conducted in order to provide further insight into the analytical properties of the previous equations, the resolution of this particular issue is beyond the scope of this contribution. Let us nevertheless recall that, as demonstrated by Kiørboe and Saiz (1995) and Kiørboe and MacKenzie (1995), the swimming speed of planktonic predators is very dependent on their size, suggesting that the previously demonstrated effect of behavior will be all the more important when the predators are large (i.e. high $v$ values in Eqs. (15) and (19), and high
Moreover, Eqs. (15), (17), (19) and (21) are also sensitive to the perceptive distance of the predator \( R \), which is decreased in high hydrodynamic conditions (Kisørboe and Saiz, 1995), leading to an increase in the behavioral contribution to the predator–prey encounter rates in low hydrodynamic conditions. Moreover, these features could also provide an alternative explanation to the apparent inadequacy observed by Saiz (1994) between empirical encounter rates and the theoretical values expected following the basic particle encounter theory.

Thus, we propound that the theoretical framework provided in this paper could be of prime practical importance for marine ecologists dealing with grazing estimates both in the field and in the laboratory. Indeed, the fact that present studies of zooplankton trophodynamics resolve so little of the variance in feeding due to turbulence could be precisely associated with the fact that these studies might have been based on erroneous hypotheses, i.e. turbulence homogeneity and random prey distributions. Another factor could be that experimental turbulent setup was unsuitable for generating realistic turbulent conditions, e.g. in terms of inertial subrange (see e.g. Peters and Redondo, 1997, for more discussion on the subject), and thus failed to fit theoretical predictions. We therefore think that the first step to improve trophodynamics studies should be to make careful measurements of both turbulence and phytoplankton distributions (i.e. the exponents \( K_c(\frac{1}{3}) \) and \( K_C(2) \), respectively), and the magnitude of the inertial subranges \( \lambda_c \) and \( \lambda_C \) associated with turbulence and phytoplankton distributions, respectively. Indeed, as far as recent studies conducted in a tidally driven coastal ecosystem demonstrated that the degree of patchiness of phytoplankton populations can be a function of (i) phytoplankton concentration, (ii) phytoplankton species composition and (iii) turbulence intensity (Seuront, 1999), one really needs to be aware of the precise nature of phytoplankton distributions to infer the results of any kind of feeding experiments. In addition, precise descriptions of the predator behavior, as have been done both empirically (Strickler, 1998; Doal et al., 1998) and numerically (Jiang et al., 1999), should lead to improvements or more exact formulations of Eqs. (15), (17), (19) and (21).

5. Conclusions

The general result here is that the effect of turbulence on predator–prey encounter rates is less important than previously thought on the basis of the hypothesis of homogeneous turbulence. Nevertheless, a numerical estimate of this effect in a test-case with \( \lambda_c = 1000 \) leads to a moderate effect of intermittency, due to the small value of the exponent \( K_c(\frac{1}{3}) \). Afterwards, the contribution of behavioral components is obviously more important than when phytoplankton prey are regarded as being homogeneously distributed. An increase in encounter rates should not be regarded as a simple direct consequence of an increase in the relative velocity of the predator and the prey induced by turbulent velocity, but rather as both a direct and indirect consequence of intermittent microscale turbulence which generates heterogeneous phytoplankton distributions. Indeed, the scale ratio of the turbulent cascades (cf. Fig. 1) is of salient importance. With a test-case of \( \lambda_C = 1000 \), an intermittent (i.e. multifractal) phytoplankton distribution can thus enhance the behavioral component of the predator–prey encounter rate by a factor of up to 60 in our last case study, where the enhancing factor was dependent on the scale ratio \( \lambda_C \).

The approach developed here was done with copepods in mind, but the equations can be easily applied to other planktivorous predators as well. Indeed, copepod distributions are also highly
heterogeneous (Tsuda, 1995), such that similar approaches could be conducted on the effects of both turbulence and intermittent copepod distributions on larval fish feeding behavior. This also suggests reconsidering the effects of microscale turbulence on estimates of plankton food requirements, and energy gain-and-loss for foraging. Indeed, following studies related to optimal foraging theory (Pyke, 1984), zooplankton living in highly heterogeneous environments could develop strategies to exploit high-density patches and then to optimize the energy required to capture a given amount of food. This could be achieved, as previously suggested, by increasing the complexity of swimming paths with increasing food densities, or reducing motility in food patches (Timbergen et al., 1967). Recent papers (Marguerit et al., 1998) dealing with grazing in heterogeneous (i.e. multifractal) phytoplankton fields have thus demonstrated that very simple behavioral strategies related to food quantity perceived by a predator could lead to different results in terms of swimming behavior and ingestion rates in comparison with what would have been obtained in homogeneous environments. A precise description of the behavior of both predators and prey then appears to be a salient issue for the future modeling of plankton trophodynamics in turbulent environments (Browman and Skiftesvik, 1996; Osborn and Scotti, 1996), propounding the advantage of individual-based approaches (Yamazaki, 1993; Levin, 1994; Seuront, 1999).

In reviewing the available literature on turbulence and larval fish feeding, Dower et al. (1997) pointed out that future research would do well to include non-homogenous prey distributions and predator behaviors that more realistically mimic field conditions. Indeed, in the field, patchiness is present at both temporal and spatial scales. Systematic studies of simplified mimics and real plankton organisms of widely varying nature and behavioral properties in a diversity of steady and unsteady flows are then still needed to dissect the multiple adaptative strategies of real organism in a real ocean. In that way, both the analytical model and the multifractal frame (see Seuront et al., 1999, for a review) may be a starting point to investigate the precise effects of the real nature of the surrounding physical and biological environments on both plankton behaviors and distributions.
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